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ABSTRACT
Compressive ice failure is an important aspect in the design of offshore structures in ice environments. The authors concentrate attention on the crushing failure mode. The scale effect is a phenomenon whereby the average pressure decreases with contact area. In classical elasticity, viscoelasticity and plasticity, there is no scale effect. In the case of ice compressive failure, there is ample evidence of a scale effect. Two factors are dominant in this situation. Ice is prone to fracture, thus reducing the volume of material to be crushed, and aiding in the formation of high pressure zones. The second factor in the scale effect is the averaging process that results from the transition from local pressures on small areas (dominated by high pressure zones) to global pressures, where this effect is averaged. The analysis of probabilistic averaging is described with the example of pressures measured on the Molikpaq structure. The implications for design are significant.
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INTRODUCTION: COMPRESSIVE FAILURE
For the design of offshore structures, global loads are an important factor to be considered in ensuring the overall integrity of the structure. The structures include ships, FPSO’s, and gravity based structures. The scale effect whereby average global pressures are much smaller than those measured on small areas is an aspect in the determination of global loads. There are significant probabilistic issues in the relationship between small and large areas that are related to the scale effect. In compressive failure of ice, crushing is the dominant mechanism except at very small rates of loading. The simple word “crushing” hides rather complex mechanisms which result in localization of pressure into high pressure zones, \((hpz’s)\) within which crushed particles of ice are created and from which they are ejected.
Figure 1 shows schematically the main characteristics of the hpz’s, occurring at higher loading rates for the case of ice sheets. Their behaviour has been described in several articles (Frederking et al., 1990; Jordaan, 2001) based on both experimental and analytical approaches. The salient features are the high variation of pressure from small values near edge of the zones, of the order of a few MPa's to very high values near the centre, of the order of tens of MPa’s, and as high as 70 to 100 MPa. These high pressures are inevitably accompanied by high shearing stresses, where the rates of change of pressure are high. The hpz’s are always associated with a layer of microstructurally modified material. Fractures play an important part in the process, contributing areas of low or zero stress. The areas of high pressure change location as an interaction advances.

Full scale data are most important in understanding and in determining design loads. In a recent report (Jordaan et al., 2006), data from the Molikpaq structure were analyzed, in particular those from the Medof panels. Since these panels cover an area less than 10% of the area of a face during interaction with ice, the local effects can dominate the measurements of loads, and extrapolation to the entire face must be done with care. In the past, conservative approaches have been taken. Here, a preliminary analysis of these results has been conducted, based on a modification of the method of Timco and Johnston (2003). First, the data shows that Medof panel forces are correlated on adjacent panels but not on detached panels. A Markov approach has been taken, resulting in a first-order autoregressive model in space. A companion paper (Li et al., 2006) describes simulations using this approach.

MECHANICS AND SCALE EFFECT

Ice is a viscoelastic material (Sinha, 1979; Jordaan, 2001), with a strong time-dependence of stress-strain behaviour. Even at low loading rates, ice undergoes microstructural change under compressive states, and is prone to fracture. As a result of the existence of the hpz’s, a tremendous variation in pressure takes place. In the initial contact in a field situation involving a real interaction, failure will be initiated in localized areas where contact is made. As the interaction continues, the global interaction area, defined as the projection of the structure onto the original shape of the ice feature, increases. This area includes spalled areas (Figure 1, which corresponds to higher loading rates) where pieces of ice have fractured off; the remaining area includes high-
and low-pressure zones as shown. If the nominal interaction area is $A_I$, and if the area free of pressure is $A$, then the effective stress on the remaining area is

$$\sigma_e = P / (A_I - A) = P / A_I (1 - D),$$

(1)

where $P$ is load, and $D = A/A_I$ is a measure of the damage caused by fracture. The decrease of average pressure with global interaction area constitutes a scale effect. In the “classical” analysis of indentation using rigid indentors against elastic or plastic materials, the failure pressure will not depend on area. For example, the von Mises plane strain solution for the applied pressure $p$ at failure is

$$\frac{p}{\sigma_y} = 2.97$$

(2)

where $\sigma_y$ is the yield stress. There is no dependence of $p$ on area in this equation. Similar results can be found for elastic and viscoelastic materials.

Yet there is ample evidence of a scale effect, whereby the average pressure decreases with the global interaction area. There are two main reasons for this. The fracturing of ice leads to a reduction in the amount of solid ice remaining to be crushed. The second reason for the scale effect is the probabilistic averaging that results when one considers the large variation of pressure on small areas when compared to large ones.

**PROBABILISTIC AVERAGING**

During the interaction of ice with an offshore structure, the occurrence of spalls and fractures will result in areas of high pressure, which tend to form away from the free edges of an ice sheet or feature; otherwise they are randomly positioned and change location as an interaction advances in time. The local pressures on these areas are averaged to give the pressures on larger areas. In Jordaan et al. (1993), an averaging process of $hpz$’s was considered; stochastic independence between these was assumed for illustrative purposes. The average pressure is

$$p = \int_{\mathbb{R}} p(x) f_p(p, x) dx,$$

(3)

where $x$ denotes position in space, $p$ is the local pressure, $f_p(p, x)$ the spatial probability distribution of local pressure. Although time is an important factor, we concentrate here on spatial variation. Correlation in space and time is an important factor in analysis.

The pressures are modelled as stochastic processes in space. The assumption has been made that in space and time the stochastic process is stationary. The data has many fluctuations, due to fractures, splits, and variations in ice thickness and other dimensions (for example). If all of these aspects were measured, for instance if local variations in ice thickness were measured, one could develop a model to account for these effects. In the context of the present observations, it is idle to state that there is a non-stationary process, since there is no basis to develop physical reasoning to explain the non-stationarity, and it cannot properly be modelled. Rather the causes of the load fluctuations are considered as background random events within a stationary process, contributing to the variance. The process is treated as stationary for time intervals (events) based on judgement.
Two important applications of the concept of probabilistic averaging are the study of the relation between global and local pressures for design (Li et al., 2006), and the estimation of global loads from local measurements.

**DEMONSTRATION OF METHOD WITH WORKING EXAMPLE**

The methodology will be introduced using a practical application corresponding to the second of the applications just noted. Ice load measurements on the Molikpaq, Amauligak I-65 deployment included local pressures on the Medof panels. Background to the Molikpaq structure and deployment can be found in Frederking et al. (1999), Hewitt et al. (1994), Jefferies and Wright (1988), Rogers et al. (1998), Timco and Johnston (2003, 2004) and Timco et al. (2005). The Medof panels do not respond to high frequency loads; Frederking et al. (1999) report that they give an accurate representation of the load up to frequencies of about 0.5 Hz.

The event of March 8th, 1986 (fast file f603081731) is used as an example. The panels are 1.135 m wide and 2.715 m high, and cover about 10% of the loaded face of the structure. Figure 2 illustrates the array of these panels; the shaded ones show those that carried loads during the event. The numbering system used here for the panels and for the columns (see below) is also shown. In the event under consideration, there was relatively slow movement of the ice with crushing failure accompanied by sliding and some fracture.

**Problem Definition**

The question arises when attempting to extrapolate to obtain global loads from measurements on the Medof panels, as to the appropriate measure of standard deviation. To take a simple example, consider eight panels, with means and individual standard deviations all equal to \( \mu \) and \( \sigma \) respectively. We know that if the pressures are stochastically independent, then the average pressure over eight panels will have a mean of \( \mu \) with a standard deviation of \( \sigma/\sqrt{8} \). This shows that the standard deviation of an averaged load can be considerably less than the local standard deviation, and a much larger reduction can be expected for a wide face of the order of 90m. This example was based on the assumption of independence between panels, and it is important to consider correlation between adjacent panels.

**Analysis; Correlation Coefficients**

The analysis is based on the method of Timco and Johnston (2004). Figure 2 illustrates the array of loaded panels. There were eight “columns” (vertical sets) of panels showing load. The loads on each column were first determined by adding the loads together. The loads for all the columns were then added together and converted into an average pressure curve for the event. The area used to convert load to pressure is the width of a single panel multiplied by the number of columns loaded multiplied by the observed thickness of the ice during the event. The average of the observed minimum ice thickness and observed maximum ice thickness was used (3.85 m in the present case). The data were trimmed to omit periods of insignificant load. For the total load a vectorial adjustment of force was made by Timco and coworkers for the angle presented by the NE face. Here, we obtain an average pressure for all columns, without vectorial adjustment.
Figure 2 Medof panels in the working example, showing numbering of panels and columns; distance between sets of panels is in the range of 17-25 m. Shaded panels were loaded

Correlation coefficients ($\rho$) have been calculated for adjacent and distant panels, and for adjacent columns. First it should be noted that the mean ice thickness of 3.85m implies that only the central panels (in the vertical sense) are likely to be fully loaded. Correlation will be affected by fractures in the ice; it is common in ice sheets to have areas near the top and bottom surfaces which have little or no loads as a result of fracturing. A positive correlation would not be expected under these circumstances. This is reflected in the results. The correlation coefficient between adjacent panels is high for the horizontal pairs 3-4, 7-8, and 12-13 (Figure 2), with values of 0.58, 0.74, and 0.79 respectively, and is negligible for distant pairs. It is noted that panels 14, 15, and 17 were not functioning during this event; panels 16 and 18 were taken as representative in the present analysis. The correlation coefficients for the column pairs A-B, C-D, and E-F, were 0.57, 0.34, and 0.78 respectively. An average of 0.56 follows from these.

### Variance Reduction Factors

The approach taken is the autoregressive analysis (Vanmarcke, 1983). In a process in time, an event in a Markov process depends on the previous one and not those earlier in the process (“knowledge of the present makes the future independent of the past”). The correlation is directional because time moves forward. In a process in space there is no preference of directionality. We therefore use the second-order difference equation:

$$X(t) = a[X(t-1) + X(t+1)] + U(t),$$

where $X(t)$ is the random series and the $a$ is a constant and $U(t)$ is an uncorrelated random series (white noise). This autoregressive model has an exponential correlation function

$$\rho(\tau) = \left[ 1 + \frac{|\tau|}{c} \right] e^{-|\tau|/c},$$

where $c$ is a constant which can be calculated based on the correlation coefficient and $\tau$ is the
Figure 3 Average column pressures for eight loaded columns; trimmed data. Mean pressure is 0.33 MPa and the standard deviation is 0.114 MPa

lag distance (noting that space rather than time is the key variable) which is the distance between two points, for instance adjacent panels (at a spacing of 1.13 m). Two values of \( \rho \) have been used in the present analysis, 0.6 and 0.8. The value of \( \epsilon \) in Equation (5) is about 0.82 and 1.37 m for these two values respectively. A variance reduction factor \( \gamma \) is then developed in the theory, such that the reduced variance, taking into account the correlations is

\[
\sigma_\gamma^2 = \gamma(T)\sigma^2
\]

where \( \sigma^2 \) is the column variance and \( \sigma_\gamma^2 \) the variance averaged over the distance \( T \), taken over the distance centre-to-centre of the panels being averaged. The function \( \gamma \) is given by

\[
\gamma(T) = 2 \frac{c}{T} \left( 2 + e^{-\frac{c}{T}} - 3 \frac{c}{T} (1 - e^{-\frac{T}{c}}) \right).
\]

We wish first to determine the standard deviation for an individual column from the average for all columns, found to be 0.114 MPa (Figure 3). The value of \( \gamma(T) \) in Equation (7) is 0.95 and 0.98 for two adjacent columns of panels, given correlation coefficients of 0.6 and 0.8 respectively. This gives reduction factors of 0.48 and 0.49 for the two cases, assuming independence between the four groups. This results in column standard deviations of 0.239 and 0.233 MPa respectively. We
shall use the average of 0.236 MPa in the following.

We now estimate the standard deviation for a structure 90m wide. The values of \( \sqrt{\gamma} \) are 0.19 and 0.25 for the correlation coefficients respectively. The standard deviation for the structure is then 0.045 and 0.059 MPa respectively. (Assuming independence between columns results in the value of 0.025 MPa.) There is a large difference between the standard deviations for the panels taken together and for the entire structure, as shown in Figure 4. Normal distributions are used, as would be expected as a result of the averaging process (central limit theorem).
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Figure 4 Comparison of the two results for working example; variance based on \( \rho = 0.6 \)

**CONCLUSIONS**

The analysis suggests that estimates of global loads from small instrumented areas, such as the Medof panels and also those based on strain gauges, should be evaluated using variance reduction to account for the probabilistic averaging that takes place. The method leads to realistic standard deviations and load estimates. The work of Hewitt and others (1994) contains significant issues that need to be addressed. There is a need for an exhaustive and integrated analysis of all Molikpaq data.

Assumptions made in the analysis can be improved; for example, stationarity, both temporally and spatially, needs to be studied. The use of simulations, such as in the work in Li et al. (2006), provides potentially useful insights.
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